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Widely Programmable High-Frequency
Continuous-Time Filters in Digital CMOS

Technology
Shanthi Pavan, Yannis P. Tsividis, Fellow, IEEE, and Krishnaswamy Nagaraj

Abstract—We present design considerations for programmable
high-frequency continuous-time filters implemented in standard
digital CMOS processes. To reduce area, accumulation MOS
capacitors are used as integrating elements. The filter design
problem is examined from the viewpoint of programmability.
To allow frequency scalability without deterioration of noise
performance and of the frequency response shape, we employ a
technique called “constant-capacitance scaling,” which assures
that even parasitic capacitances remain invariant when transcon-
ductors are switched in and out of the filter. This technique is
applied to the design of a programmable fourth-order Butter-
worth continuous-time filter with a bandwidth programmable
from 60 to 350 MHz implemented in a 0.25- m digital CMOS
process. The filter has a dynamic range of 54 dB, dissipates 70
mW from a 3.3-V supply, and occupies an area of 0.15 mm2.

Index Terms—Accumulation, CMOS, continuous-time filter,
digitally programmable, fixed transconductance, scaling, tuning.

I. INTRODUCTION

H IGH-SPEED communication and storage systems need
continuous-time filters with bandwidths tunable over a

wide range, while keeping the relative shape of the frequency re-
sponse fixed irrespective of the set bandwidth and maintaining
an adequate dynamic range [1]. For high levels of integration
and to reduce cost, it is desirable to implement these filters in
deep-submicrometer digital CMOS technologies. However, in
such processes, high-density poly-poly capacitors are not avail-
able. In this paper, we use MOS accumulation structures in place
of the low-capacitance density metal–metal capacitors typically
used in digital CMOS technologies. These accumulation capaci-
tors will be described in Section II. The design of programmable
high-frequency filters presents a number of problems quite dif-
ferent from those encountered in the design of fixed bandwidth
filters. These problems are discussed in Section III. To ame-
liorate these problems, we introduce a technique called “con-
stant-capacitance scaling” in Section IV. This technique enables
the design of filters without deterioration of noise performance
and frequency response accuracy as they are programmed over
a wide range. An efficient CMOS implementation of a constant
capacitance scaled transconductor is presented in Section V. The
design of a fourth-order, 60–350-MHz Butterworth filter in a
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Fig. 1. Cross section of an n-polysilicon n-well capacitor.

0.25- m n-well technology is discussed in Section VI. A tuning
system, required to keep the bandwidth of the filter constant in
the face of process and temperature variations, is discussed in
Section VII. Implementation results of the filter prototype are
presented in Section VIII, and conclusions are given in Sec-
tion IX.

II. CAPACITORS INDIGITAL CMOS TECHNOLOGIES

High-density double-poly capacitors are not available in dig-
ital CMOS technologies. Metal–metal structures can be used,
but they have the disadvantage of having very low specific ca-
pacitance, unless they are realized using special techniques [2].
An alternative is to use the capacitance formed by MOSFET
gates [3], [4]. Polysilicon to n-well structures are naturally avail-
able in CMOS technologies. The advantages of using the gate-
oxide capacitance are well-controlled values and large specific
capacitance.

A two-terminal MOS structure can be operated in ac-
cumulation or inversion. It can be shown that for typical
process parameters, and a given gate-body bias, accumula-
tion capacitors tend to be more linear [5]. The cross section
of an n-polysilicon, n-well capacitor is shown in Fig. 1. A
physics-based model for accumulation capacitors, which pre-
dicts distortion accurately, can be found elsewhere [6]. There
it is shown that for a gate-body bias voltage of 1 V and a peak
voltage swing of 200 mV, the third-harmonic component of the
capacitor voltage for a sinusoidal current drive is about 80 dB
below the fundamental; even-order harmonics largely cancel
out when two capacitors are used in a balanced fashion (in
which case 800-mV peak-to-peak differential signals become
possible). For several applications, therefore, nonlinearity of
the capacitors is not of concern provided they are biased by
about a volt into accumulation.

0018–9200/00$10.00 © 2000 IEEE
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III. I SSUES INPROGRAMMABLE FILTER DESIGN

Apart from the usual issues associated with high-frequency
CMOS filter design [7], the issue ofprogrammabilitybrings to
the forefront the very important problem ofmaintainingade-
quate dynamic range and accurate frequency response across
the tuning range. Problems in this respect become very acute
when the pole frequencies are high (several hundreds of mega-
hertz)and when they have to be tuned over a wide range. Al-
though these problems exist in all filter architectures (Gm-C,
MOSFET-C, Gm-OTA-C), here we only examine the specific
case of Gm-C filters.

A brief discussion of the issues and choices in programmable
continuous-time filter design will now be given. The simplest
possible circuit that can illustrate a point will be used in each
case.

A. Constant C Versus Constant

We consider a first-order, low-pass filter, which must
be programmed over a wide range of frequencies, the highest of
which is . We assume that an optimized design for the
toughest case (the highest cutoff frequency) has been achieved,
as in Fig. 2(a). The relation of this frequency to component
values, total integrated mean-square output noise, and power
dissipation is given next to the figure; it is assumed that the noise
current power spectral density is 4 , where is the ex-
cess noise factor of the transconductor [8], [9]. Also, as is often
the case in optimized transconductor design, the power dissi-
pation is assumed to be proportional to , with a constant of
proportionality , depending on design details. For a given noise
spec , the value of is set, which from the top relation in
the figure sets and thus .

There are two fundamental ways of making the cutoff fre-
quency programmable, as shown in Fig. 2(b) and (c); these are
termed “constant ” and “constant C,” respectively. The cor-
responding cutoff frequency, mean-squared noise, and power
dissipation (denoted by primes) are given below each figure, in
terms of those at . From these results, it follows
that as is programmed, the noise, total capacitance area, and
power dissipation will vary as shown in Fig. 3. It is clear that
the constant- design can result in unnecessarily large capaci-
tance in order to achieve low cutoff frequencies. In low-noise ap-
plications, where chip area can be capacitance-limited, this can
be a serious problem. The fact that very low noise is achieved
by this design for low values of is irrelevant, as far as the
spec (indicated on the top plot) is concerned; the total capaci-
tance cannot be decreased, as then the entire noise plot will rise,
and then the spec will not be satisfied at high frequencies. In
contrast, the constant-C design needs no capacitance increase,
and the noise spec is still satisfied everywhere. Finally, since the
low values are achieved by decreasing , a lower power
dissipation can be achieved at lowvalues, depending on the
transconductor design (in the design reported in this paper, we
give up the latter advantage in order to achieve parasitics immu-
nity, as will be seen). Due to the above observations, the rest of
this paper focuses on the constant-C approach.

Fig. 2. (a) A first-order Gm-C filter designed to achieve the maximum cutoff
frequency in a programmable range. (b) Lowering the cutoff frequency of (a) by
increasing the capacitance (“constantG ” approach). (c) Lowering the cutoff
frequency of (a) by decreasing the transconductance (“constant C” approach).

Fig. 3. Variation of mean-squared noise, total capacitance, and power
dissipation versus cutoff frequency for programmable filters using the
“constantG ” approach (thin line) and the “constant C” approach (thick line).
The circle indicates a design optimized for the maximumf setting.
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B. Variable Versus Multiple Unit Cells

A number of CMOS linearized transconductors have been re-
ported in the literature. Many of these cannot be optimally de-
signed if their transconductance is to be variable. For example,
the transconductors of [10]–[13] exhibit varying excess phase
shift and varying excess noise factor as their transconductance
is varied; each of these parameters attains its worst case value at
opposite extremes of the programmable frequency range [17].
This makes design difficult and results in suboptimum perfor-
mance.

An alternative, which does not suffer from the above prob-
lems, is to compose out of optimized unit transconductor
cells and switch these in parallel to achieve the desired pro-
grammable transconductance values. (If continuous tuning is
needed in between the discrete steps, one can control the
values over a small range using well-known continuous tuning
techniques. Since this range will be very small, the variability
of performance over this range will be small too. This case is
not considered below.)

C. Effect of Parasitic Capacitances on Programmability

When switchable transconductor cells are used, a significant
problem arises. To illustrate this problem, we consider the case
of a second-order filter, as shown in Fig. 4(a). The pole fre-
quency and quality factor of this filter are as follows [14]:

(1)

and

(2)

To make the pole frequency programmable, and
are commonly varied by the same factor, and thus
remains fixed. However, if switchable unit cells are used to im-
plement the programmable and , then each time such
cells are switched in and out, the total value of the parasitic ca-
pacitance at each node changes, in a manner that is very diffi-
cult to control. This is illustrated in Fig. 4(b), where the arrows
indicated elements that are variable (intentionally or uninten-
tionally). and are the input and output parasitic capac-
itances of transconductors , and and are the cor-
responding quantities for transconductors . The pole fre-
quency and quality factor of this filter now become

(3)
and

(4)

The variation of parasitics causes two problems: the pole fre-
quency will not change in proportion to the stepped and

; and the changing parasitics will change, resulting in
response shape errors. The latter effect is especially severe for
higher order filters and/or ones that are supposed to have accu-

Fig. 4. (a) A second-order Gm-C filter. (b) The filter in (a), made
programmable by varying transconductances; the parasitic input and output
capacitances also vary, as indicated by arrows. (c) The filter in (a), assuming
all parasitics remain fixed while transconductances are varied.

rate group delay characteristics. It is possible that a design that
meets the specs at the highest pole frequency will not meet them
at lower pole frequencies, due to the variability of parasitics as
transconductances are switched in and out of the filter. It is thus
seen that it is not enough to achieve a working design at the
highest pole frequency of interest and then hope that there will
not be any problems at lower pole frequency settings.

Consider now the situation in Fig. 4(c). Assume that all par-
asitic capacitances can be kept fixed and only thes are vari-
able. Once the fixed value of parasitics has been incorporated
into the design, it is seen from (1) that the pole frequency will
now change in proportion to the 's and will be fixed, as
seen from (4). This paper discusses techniques that make pos-
sible the reliable implementation of this principle.
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Fig. 5. A unit transconductance element.

IV. TRUE CONSTANT-CAPACITANCE SCALING

The principle just discussed can be generalized as follows.
Consider any arbitrary linear network of capacitors, conduc-
tances, and transconductances, and let the voltage transfer func-
tion between any two ports be denoted as . If everycon-
ductance and transconductance in the network is multiplied by
an arbitrary positive number while keepingeverycapacitance
the same (including the parasitic ones), then it is easy to show
that the voltage transfer function between the ports is changed
to . We call the above modification “constant-capac-
itance scaling.” It corresponds to a stretching of the frequency
axis. The properties of scaled linear and nonlinear networks are
derived elsewhere [16]. Here, we only summarize the main re-
sults.

It can be shown that the integrated output thermal noise
of a constant-capacitance scaled network is independent
of the scaling factor [16]. Further, if the capacitors and
trans(conductors) are weakly nonlinear, it can be shown [16],
[17] that the worst case total harmonic distortion of a con-
stant-capacitance scaled network is also independent of. Thus
the dynamic range is also independent of the scaling factor
(assuming that thermal noise is dominant). Since, as already
mentioned, the frequency response shape is also independent of
the scaling factor, no overdesign is needed. If the original filter
is designed optimally in terms of thermal noise and distortion,
then any constant-C scaled version of it will also be optimal,
irrespective of frequency setting [16]. This property is key
to making possible the performance of the chip described in
Sections V–VIII.

V. CONSTANT-CAPACITANCE PROGRAMMABLE

TRANSCONDUCTORS

Fig. 5 shows the schematic of a unit transconductance ele-
ment. It is built around a differential pair without special lin-
earization. This was found to be the best choice for the combi-
nation of distortion and wide-band operation specifications we
intended to meet. M1, M2, M3, and M4 are identical devices,
with M1–M2 forming the main differential pair of the transcon-
ductor and M3–M4 forming a dummy differential pair. M7–M8

Fig. 6. The small-signal equivalent circuit of the transconductor of Fig. 5
under differential excitation, for the cases (a)b = 1 and (b)b = 0 (where
b denotes the state of the corresponding control signals in Fig. 5). Note that
the transconductance and output conductance can be switched off without
changing any of the parasitic capacitances.

Fig. 7. (a) Parallel connection of two unit transconductors. (b) Properties
of the composite transconductor in terms of the properties of the individual
transconductors.

and M5–M6 form the current sources for the main and dummy
differential pairs, respectively. When M7–M8 are supposed to
act as current sources , their gates are connected to a
voltage , which is generated by a bandwidth tuning circuit
(see Section VII). When these current sources are to be shut off

, their gates are connected to ground and M5–M6 are
connected to . This ensures that a differential pair (either
the main one, M1–M2, or the dummy one, M3–M4) is always
connected at the input, and thus the input capacitance is main-
tained constant independent of. A simple pass-transistor net-
work is used to accomplish the switching of the gates of the
current sources between and ground.

is a dc voltage equal to the common-mode dc level of
the transconductor outputs (Section VI-A). M11 and M14 op-
erate in the triode region and are used to switch the load current
sources on and off. M9 and M12 are cascode devices that en-
hance the output impedance of the PMOS current sources.
is a voltage derived from a common-mode feedback circuit (see
Section VI-A) that assures that the common-mode level ofon
and op is equal to . In our implementation, this value
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Fig. 8. A 4-bit programmable constant capacitance transconductor used in the
chip implementation.

was chosen to be 1.2 V. The integrating capacitors are grounded
accumulation MOS devices (Fig. 1). Since V, the
MOS capacitors have a sufficient bias voltage across them for
low-distortion operation (Section II).

The small-signal equivalent circuits for differential excitation
for the cases and are shown in Fig. 6(a) and (b),
respectively. Part (a) is for the case in which M1–M2 operate in
strong inversion while M3–M4 are off. Part (b) is for the case
in which M3–M4 operate in strong inversion while M1–M2 are
off. In bothcases,all nodal capacitances in the network remain
identical. Notice that when the transconductor M1–M2 is turned
off, everytransconductance and conductance in the network is
removed, whileeveryparasitic capacitance remains the same.
The transconductor M1–M2 does not contribute noise when it is
turned off. The total power dissipation is constant, independent
of the setting of . This is the price one has to pay in order to
keep all capacitances constant. (Power could have been saved
when by switching in a passive dummy device instead of
M3–M4, but this would have compromised on the robustness of
the technique.)

Now consider the parallel connection of two identical unit
transconductors, as shown in Fig. 7. The table in the figure
lists the various parameters of the composite transconductor
(denoted by upper case letters) as a function of those of the
individual transconductors (denoted by lower case letters), for
the cases of one transconductor’s being on (upper entry) and
both transconductors’ being on (lower entry). These results
can be deduced by using the models in Fig. 6. Again, note
that every node capacitance remains the same whileevery
transconductance/conductance scales appropriately. The results
can be extended to many unit transconductors connected in
parallel. Fig. 8(a) shows the composite transconductors used in
the chip implementation. When the digital word corresponding
to is set to 0000, only four unit elements are switched
on. When the word is 1111, all 19 elements are on. The coarse
programming range is therefore . As transcon-

Fig. 9. A fourth-order Gm-C filter using the transconductors of Fig. 8. The
unmarked capacitors are input and output parasitics, which remain invariant as
the transconductor values are changed.

Fig. 10. Common-mode feedback circuit.

ductance is stepped over this range,all parasitic capacitances
remain fixed and are equal to 19 for the input and 19
for the output capacitance. Fig. 8(b) shows the symbol for the
composite transconductor of Fig. 8(a). For simplicity, the small
input–output capacitance due to in Fig. 6 is not shown; note,
however, that even this capacitance remains invariant as the
transconductance value is changed. The scheme accomplishes,
therefore, true constant-C scaling, in the sense discussed in
Section IV. In applications where the programming resolution
is not sufficient, one can either use more unit cells or tune the
transconductances continuously in between steps (i.e., in a
small range) using well-established techniques.
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Fig. 11. Complete “fixed transconductance bias” circuit.

VI. I NTEGRATED CIRCUIT IMPLEMENTATION

In this section, we describe the design of a fourth-order
Butterworth filter with a maximum bandwidth of 350 MHz,
designed in a 0.25-m n-well digital CMOS process. The filter
consists of two second-order filter sections and is shown in
Fig. 9 [15]. All transconductors are made equal-valued for
matching reasons. Each of the transconductors shown is im-
plemented as in Fig. 8. The unmarked capacitors are input and
output parasitics, which remain invariant as the transconductor
values are programmed. Since the integrating capacitors and
the parasitic input capacitance of the transconductors are both
formed from gate oxide, a good degree of matching of capacitor
ratios can be achieved.

A. Common-Mode Feedback Circuit

Fig. 10 shows the common-mode feedback (CMFB) circuit.
The differential pair, consisting of Mc1–Mc2 (whose gates are
connected to the outputs of the filter transconductor), forms the
common-mode detector. An advantage of this kind of detector is
its capacitive input impedance, which can be incorporated into
the filter integrating capacitance. The detected common-mode
voltage is compared with a common-mode reference ,
which goes through a PMOS source follower (to mimic the
common-mode detector). Mc3, Mc4, Mc11, and Mc12 form
the servo amplifier. Mc10 is a low-output impedance source
follower. Mc9 is a p-channel device operating in the triode
region. Along with CB, it acts as a crossover network between
the servo amplifier and the source follower. This arrangement
allows a high-dc loop gain at low frequencies while providing
a feed-forward path at high frequencies. CB is a large capacitor
realized using an accumulation MOS structure. Mcs1 and
Mcs2 are replicas of the corresponding devices used as the top
switches in the transconductor (M11 and M14 in Fig. 5, which
operate in the triode region when on). The output Vcmfb of the
circuit in Fig. 10 is connected to the gates of M13 and M10 in
Fig. 5.

VII. T UNING SYSTEM

To keep the bandwidth of the filter invariant with temperature
for a particular frequency setting, the tail current of every differ-

ential pair is varied in a manner such that its transconductance
tracks a precise external resistor. Rather than using an explicit
dc loop to do this, we exploit the square law characteristics of
the MOSFET. The bias circuit used to accomplish this is shown
on the left in Fig. 11. The current generated in this circuit is
used to derive the tail currents for all the differential pairs used
as transconductors in the filter. A startup circuit should be in-
cluded as shown (but was not implemented in our test chip).

One transconductor is shown on the right in Fig. 11.
is the common-mode reference voltage for the chip. In the anal-
ysis to follow, mobility reduction due to gate field and channel-
length modulation are neglected; as will be seen, simulation and
measurements confirm that these effects are not troublesome.

The current mirror formed by Mb3 and Mb4 forces identical
currents through Mb1 and Mb2. Assuming that Mb1 and Mb2
are operating in strong inversion and saturation, we can write

(5)

(6)

(7)

(8)
where is a process-dependent constant. From (5)–(7), we get

(9)

From (8) and (9), we can write

(10)

But . Thus

(11)
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Fig. 12. Chip microphotograph.

Hence, the circuit stabilizes to a state where the current is such
that the transconductance of Mb1 is maintained at 1, irre-
spective of , or temperature [18]. Simulations show that
the of Mb1 is maintained within 1.5% over a 100C range.
Recall that our aim is to generate a tail current for the differen-
tial pairs in the filter, represented in Fig. 11 by M1 and M2, such
that their transconductance remains constant with temperature.

Transistors Mb5 through Mb11 ensure that M1–M2 and Mb1
operate exactly in the same manner. To see that this is indeed
so, consider the following. The currentflowing through Mb5
is equal to that in Mb3. The negative feedback loop formed by
Mb10, Mb11, Mb8, and Mb7 forces the current through Mb8 to
be . Since Mb9 is three times as wide as Mb8, 3flows through
it. Of this, 2 is supplied by Mb1 and Mb2, leavingto flow
through Mb6. The gate of Mb6 is held at a voltage , the
common-mode reference for the filter. Consider now the tran-
sistor M1. In the quiescent state, its gate is at a potential
(This condition is forced by the common-mode feedback cir-
cuitry for every transconductor output in the filter, and one such
output is assumed to be driving the gates of M1 and M2). Since
Mc is twice as wide as Mb8, flows through it. Hence, the
current through M1 is . Therefore, Mb6 and M1 are equal in
size, have the same gate voltage and the same drain voltage, and
have the same current flowing through them. This means that the
voltage at node in the transconductor is exactly equal to that
of node in the bias circuit, thus ensuring that the source-sub-
strate bias is the same for Mb6 and M1. So, Mb1, M1 and M2

Fig. 13. Passband detail for various frequency settings.

Fig. 14. Frequency response for various frequency settings.

Fig. 15. Percentage variation of filter bandwidth over temperature.

operate in exactly the same fashion (neglecting output conduc-
tances of the devices). Since the of Mb1 is maintained at
1 (to within 1.5%) over a 100C variation in temperature,
so is the transconductance of M1–M2.
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Fig. 16. Filter noise spectrum. Horizontal axis is from 50 to 150 MHz; vertical axis is 2 dB/division.

is a large valued MOS accumulation capacitor, which
feeds forward across Mb10 at high frequencies, improving the
stability of the loop formed by Mb7, Mb8, Mb10, and Mb11.
The resistor isolates the bias voltage generated at the gate
of Mb8 from the capacitive load the circuit sees and increases
the effectiveness of at high frequencies.

VIII. I MPLEMENTATION RESULTS

In this section, we discuss the filter measurement strategy and
test results of a prototype fabricated in a 0.25-m, n-well CMOS
technology. Fig. 12 shows the die photograph of the filter test
chip. The active area is 0.15 mm. Since MOS capacitors are
used, the integrating capacitors are a small fraction of the total
filter area. The filter test setup was similar to the scheme used
in [19]. Test buffers were included on-chip.

Fig. 13 shows the passband detail of the filter for various set-
tings of the frequency control word. As can be expected, the
response scales cleanly, thanks to the constant-C technique de-
scribed above. Notice that the-axis in the figure has a reso-
lution of 1 dB per division. Fig. 14 shows the stopband per-
formance of the filter for different frequency settings. (In in-
terpreting this plot, notice that the frequency axis is linear.)

Fig. 15 shows the relative variation of the filter bandwidth as
temperature is varied. From this plot, it is clear that the fixed-
transconductance bias circuit performs well, even in the pres-
ence of mobility degradation effects.

The noise spectra of the filter and buffer paths from 10 to
150 MHz is shown in Fig. 16. The filter output noise spectrum
is shown for two different bandwidth settings: the top trace is
for the case when the filter bandwidth is set to 75 MHz, while
the bottom trace is for a bandwidth of 112.5 MHz.

Table I summarizes important results.

TABLE I
SUMMARY OF MEASURED CHARACTERISTICS(25 C, UNLESS NOTED

OTHERWISE). REMAINS PRACTICALLY FIXED AT ALL BANDWIDTHS

IX. CONCLUSION

Techniques for the realization of very high-frequency pro-
grammable CMOS continuous-time filters have been presented.
An architecture has been described for programmable transcon-
ductors in whichall parasitic capacitors remain fixed, indepen-
dent of the programmed transconductance value. This makes
possible proper scaling of the frequency response, without af-
fecting noise and dynamic range and allows for a near-optimum
design. Simple differential pairs and MOS accumulation capaci-
tors have been used to keep area and noise low. These techniques
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were demonstrated with a prototype fourth-order Butterworth
low-pass filter tunable from 60 to 350 MHz while consuming
70 mW from a 3.3-V supply in a 0.25-m, n-well digital CMOS
technology.
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